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In this paper, we investigate the problem of detecting a change-point in a multiple time-series for both fixed and high-dimensions. For the fixed dimensional case, we detect change-points for each individual co-ordinates using a moving average technique and focus on testing synchronization of these change-points. The identification of synchronized change-points can often lead to finding an unanimous reason behind such changes. We provide an application of our study in speedy recovery of power grid system. We also build a theoretical framework for testing synchronization in a high-dimensional regime where our testing method is different from the fixed dimension.

1. Introduction. Change-point analysis is an important tool to identify the location/time and impact of a distributional change while studying a stochastic process over time. Page (1955, [20] 1957, [21]) is considered to be the pioneer who initiated this long and well-studied research topic in statistics and electrical engineering. The CUSUM chart was proposed by Hinkley (1971, [12]) and Pettitt (1980, [22]). A bootstrapping idea was suggested by Hinkley and Schechtman, (1987, [13]). These are some of the seminal works towards detecting one change in a single time-series.

Over the past two decades, significant amount of research are also being done in analyzing structural changes in multiple time-series. Such processes where change-point analysis can be meaningful are prominent in the fields of finance, neuro-science, signal processing, biology and medicine among others. See Vert and Bleakley (2010) for a list of such applications. Ombao et al. (2005, [19]) employed the SLEX (smooth localized complex exponentials) whereas Lavielle and Teyssière (2006, [16]) introduced a procedure based on penalized Gaussian log-likelihood function. The change-point detection problem was re-formulated as a penalized regression problem and was solved by the group Lasso (Yuan and Lin (2006, [26]). CUSUM-type statistics have been widely used in time series segmentation. In the context of multivariate time series segmentation, Groen et al. (2013, [10]) and Horváth, Lajos and Hušková, Marie (2012, [15]) studied the average of $d$ CUSUM statistics, each obtained from one component of a $d$-dimensional time series. The average test statistic was also adopted in for detecting a single change in the mean of a panel data model. Aue et al. (2009, [2]), detection of a single change-point in the covariance structure of multivariate time-series using a CUSUM statistic.
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Very recently Hoga (2016, [14]) used a Gaussian approximation result by Liu and Lin (2009, [17]) to study asymptotic properties of the CUSUM procedure for a stationary multiple time-series. However, the Gaussian approximation result from [17] was improved in a recent work by Karmakar and Wu (2017) where un-improvable approximation bounds were achieved. We use this new result to detect existence and synchronization of change-points. We choose a MOSUM technique instead of CUSUM as the latter is often criticized to perform well only in the situation where change-point occurs early. Moreover, MOSUM is computationally easier since at any given time point one needs to compute the average of observations falling in a small window.

Consider the multiple series sequence model

$$X_i = \mu(i/n) + e_i = (\mu_1(i/n), \ldots, \mu_d(i/n))^T + e_i,$$

where $e_{i \in \mathbb{N}}$ denotes the unobserved multivariate error process and $\mu_r(i)$ is the signal for the $r$th series at time index $i$. We discuss a very simple structural assumption first and slowly generalize in multiple directions to substantially increase the scope of applicability. Assume, for each co-ordinate $r$, $\mu_r$ is a piecewise constant function from $[0, 1] \rightarrow \mathbb{R}$. We also assume there are at most two pieces for each such $\mu_r$ function. For each $1 \leq r \leq d$ we denote $0 \leq \tau_r \leq 1$ to be the change-point and let $\lambda_r$ denote the jump length at the point $\tau_r$. More formally,

$$\mu_r(x) = \begin{cases} 
\mu_{r1}, & \text{if } x < \tau_r \\
\mu_{r2}, & \text{if } x \geq \tau_r
\end{cases}$$

The jump length $\lambda_r$ at the point $\tau_r$ is defined as $\lambda_r = \mu_{r2} - \mu_{r1}$. We will first detect whether there is any change-point in any of these series first. That is same as testing the following hypothesis.

$$H_{10} : \lambda_1 = \ldots = \lambda_d = 0.$$  

Provided we reject (1.3), we will test the following hypothesis

$$H_{20} : \tau_1 = \ldots = \tau_d.$$  

The setting in model (1.2) is a very simplistic one and thus require generalization in different directions to enlarge the scope of application. We address two types of generalization: first we allow the different pieces for every co-ordinates to be continuous instead of just constant. Secondly, we also allow more than one change-point. This generalization needs to be handled with some care since if every series is allowed to have multiple change-point,
then the question of synchronization is no longer valid. We discuss the multiple change point scenario in Section ???.

We do not put any special form in the signal part. Instead, we allow both time and panel dependence in the error process. Some mild and easily verifiable moment conditions for the time-dependence using Wu (2005, [23])’s framework of functional dependence measure are imposed. We show in Section ?? how one can also transfer the problem of detecting existence and synchronization of change-points in covariance process of a multiple time-series in our framework. While there are a lot of work in the literature about the convergence rate of the change point location estimators, little has been done to develop an inferential theory in this direction.

Karmakar and Wu (2018+) obtained an invariance principle for the partial sums of the vector-valued process \( e_i \). In particular, let 
\[
S_i = \sum_{j=1}^i e_j
\]
be the partial sum process of \( e_i \). We approximate the process \( S_i \) by a Gaussian process with independent ( but not necessarily identically distributed ) increments. We will show, under suitable conditions, we can construct a Gaussian process \( G_i \) on a richer probability space and a process \( S_i' \) such that \( (S_i) \) and \( (S_i') \) are identically distributed for all \( 1 \leq i \leq n \) and
\[
\max_{1 \leq i \leq n} |S_i' - G_i| = o(\alpha_n).
\]
(1.5)

If the approximation error \( (\alpha_n) \) is small enough, then we could use functional involving the Gaussian process to approximate the statistics involving \( e_i \). This will be our key tool for testing the synchronization since otherwise the null distribution of the proposed test statistics for testing (1.4) will be difficult to obtain. We will obtain a Gaussian analogue of the statistic and thus obtain the bootstrap distribution of the analogue to create an inferential framework.

We conclude the introduction with some notations and assumptions that will be used throughout.

1.1. Notations. For a matrix \( A = (a_{ij}) \) we define it Frobenius norm as \( |A| = (\sum a_{ij}^2)^{1/2} \).

For a random vector \( Y \), write \( Y \in \mathcal{L}_p, p > 0 \), if \( \|Y\|_p := [E(|Y|^p)]^{1/p} < \infty \). For \( \mathcal{L}_2 \) norm write \( \| \cdot \| = \| \cdot \|_2 \). Define the projection operator \( P_i \) by
\[
P_iY = \mathbb{E}(Y|\mathcal{F}_i) - \mathbb{E}(Y|\mathcal{F}_{i-1}), \quad Y \in \mathcal{L}_1.
\]
(1.6)

Throughout the text, \( \lfloor x \rfloor \) refers to the greatest integer less than or equal to \( x \). \( C_p \) would refer to a constant that depends only on \( p \) but could take different values on different occurrences. \( N_p(\mu, \Sigma) \) means \( p \)-variate normal distribution with mean \( \mu \) and covariance matrix \( \Sigma \). \( \text{Var}(Y) \) or \( \text{Cov}(Y) \) for a random vector \( Y \) stands for the variance-covariance matrix of \( Y \). For a positive semi-definite matrix \( A \), \( A^{1/2} \) refers to the usual Grammian square root of \( A \). If \( A = QDQ^T \) is the spectral decomposition of the matrix \( A \) then \( A^{1/2} = QD^{1/2}Q^T \).
If two quantities $M$ and $N$ satisfy $M \leq cN$ for some $c < \infty$ then we write $A \preceq B$ or $B \succeq A$. If both $A \ll B$ and $B \ll A$ then we write $A \asymp B$. We use the same symbols if such relationships holds for large $n$, the sample size as our result is anyway asymptotic.

1.2. The error process and assumptions. We will assume $e_i$ is a very general non-gaussian dependent process. In order to do some meaningful analysis to retrieve the unknown or the hidden function $\mu$ from the observed $X_i$ we need to order some dependence structure on the process $(e_i)$. We assume the following causal representation for the process $(e_i)$.

(1.7) \[ e_i = H(e_i, e_{i-1}, \ldots), \]

where $H$ is a measurable function taking values in $\mathbb{R}^d$ and $\epsilon_i$’s are independent and identically distributed innovations. This representation allows us to use the widely used idea of coupling, first introduced by Wu(2005, [23]) to model the dependence structure.

Consider the process in (1.7). To regularize it with a Gaussian process, we first introduce uniform functional dependence measure on the underlying process. We will use the idea of coupling as done in Wu[2005, [23]]. Suppose $(\epsilon'_{i})_{i\in\mathbb{Z}}$ is an independent copy of $(\epsilon_{i})_{i\in\mathbb{Z}}$. Assume that $X_i$ has mean 0 and $e_j \in \mathcal{L}^p, p > 0$. For $j \geq 0$, define the functional dependence measure

(1.8) \[ \theta_{i,p} = \|e_i - e_{i,0}\|_p = \sup_i \|H_i(\mathcal{F}_i) - H_i(\mathcal{F}_i,0)\|_p, \]

where $\mathcal{F}_{i,k}$ is the coupled version of $\mathcal{F}_i$ with $\epsilon_k$ in $\mathcal{F}_i$ replaced by an i. i. d copy $\epsilon'_k$,

(1.9) \[ \mathcal{F}_{i,k} = (\epsilon_i, \epsilon_{i-1}, \ldots, \epsilon'_k, \epsilon_{k-1}, \ldots) \]

and $e_{i,(i-j)} = H(\mathcal{F}_{i,(i-j)})$. Clearly, $\mathcal{F}_{i,k} = \mathcal{F}_i$ is $k > i$. As Wu(2005, [23]) suggests, $\|H(\mathcal{F}_i) - H(\mathcal{F}_{i,(i-j)})\|_p$ measures the dependence of $X_i$ on $e_{i-j}$. We now write down the assumptions. For completeness we again mention the causal representation of the $(e_i)$ process.

(2.A) $e_i$ is a $d$–dimensional mean 0, non-stationary random sequence that assumes the following representation

\[ e_i = H(\mathcal{F}_i) = (X_{i1}, X_{i2}, \ldots X_{id})^T, \]

where $\mathcal{F}_i = (\ldots, e_{i-1}, e_i)$, $H$ is a measurable function such that $X_i$ is a well-defined random vector, and $^T$ denotes matrix transpose. The $\epsilon_i$ random variables are i. i. d.. We also assume that, $e_i \in \mathcal{L}^p$ where $p > 2$. In other words, $\sup_i \|X_i\|_p < \infty$. 
We assume short range dependency,

\[
(1.10) \quad \Theta_{0,p} = \sum_{i=m}^{\infty} \theta_{i,p} < \infty.
\]

This condition implies the cumulative dependence of \((X_j)_{j \geq k}\) on \(\epsilon_k\) is finite. If this fails, then the \(X_i\) process can be long-range dependent, and the partial sum process cannot be regularized by Gaussian process. In the next section, while we state our main theorem and corollaries we will further impose some restrictions on the rate of \(\Theta_{i,p}\).

From Berkes et al. (2014, [5]), we have the following result for scalar stationary process \((e_i)\).

**Result** Suppose (2.A)-(2.C) holds. In addition to that, we assume

\[
(1.11) \quad \Theta_{i,p} = O(i^{-\chi}),
\]

with \(\chi\) satisfying

\[
\chi > \chi_0 = \frac{p^2 - 4 + (p - 2)\sqrt{p^2 + 20p + 4}}{8p},
\]

there exists a probability space \((\Omega, A, P)\) on which we can define random vectors \(Y_i^c\) with the partial sum process \(S_n^c = \sum_{i=1}^{n} Y_i^c\) and a Gaussian process \(G_i\) with independent increments such that \(S_n^c \overset{D}{=} (S_i)_{i \in \mathbb{N}}\) and

\[
(1.12) \quad \max_{i \leq n} |S_i^c - G_i| = o_P(n^{1/p}) \quad \text{in } (\Omega, A, P)
\]

where \(G_i = \Sigma^{1/2} \sum_{j=1}^{i} Z_i\) with \(Z_i\) being i.i.d. standard normal random variables and \(\Sigma = \sum_{k=0}^{\infty} \mathbb{E}(e_0 e_k^T)\) is the long-run covariance of the \(e_i\) process.

Karmakar and Wu (2018+) extended this result to a multi-variate and non-stationary process. As a special case, if the error process is assumed to be stationary, a similar result as (1.2) holds with \(\Sigma = \sum_{k=0}^{\infty} \mathbb{E}(e_0 e_k^T)\) being the corresponding long-run covariance matrix of the vector valued \(e_i\) process.

1.3. **Organization.** The rest of the paper is organized as follows. We will first specify the mathematical model and the specifications for the error process in Section ???. Section ?? describe our methods of detecting the change-points and if there are change-points how to detect whether they occur simultaneously or not. Next, in Section ?? we validate our detection methods with some theoretical results. We study an analogous problem in exploring contemporaneous covariance process in Section ???. Section 3.1 is used to describe a Gaussian block multiplier technique to practically implement this. Network anomaly detection is discussed in Section 5.2 as a key application of our study. Section 6 shows some data simulations to substantiate our theoretical methods.
2. At most one change point. In this section we discuss the set-up where we can have at most one change point (AMOC hereafter) in each series. Starting from the simplest piecewise constant set-up we build the local linear estimation for the more general piecewise continuous case.

Assume (1.2). Consider the following left and right average process for the $r$ th co-ordinate

\[
\theta^L_r(i) = \frac{1}{G} \sum_{k=i-G+1}^{i} X_{i,r} \quad \theta^R_r(i) = \frac{1}{G} \sum_{k=i-G+1}^{i} X_{i,r}
\]

The change-point location rescaled to (0,1) can then be estimated by the following

\[
\hat{\tau}_r = \frac{1}{n} \arg \max_{G \leq i \leq n-G} |\theta^L_r(i) - \theta^R_r(i)|.
\]

2.1. Piecewise continuous signals. Viewing (2.2) as a primer one can generalize the left and right simple average to a more general local constant average technique that can accommodate piecewise continuous signals. Reference lists.

We consider the following assumption about the signal functions $\mu_r$ for $1 \leq r \leq d$ for the rest of this section:

\[
\mu_r(x) = \begin{cases} 
\mu_{r1}(x), & \text{if } x < \tau_r \\
\mu_{r2}(x), & \text{if } x \geq \tau_r
\end{cases}
\]

where $\mu_{r1}$ and $\mu_{r2}$ are two piece wise continuous functions with the possibility of a jump at $\tau_r$ i.e. $\lambda_r = \mu_{r2}(\tau_r) - \mu_{r1}(\tau_r)$ is possibly non-zero. With a slight abuse of the notation of $\theta^L_r(\cdot)$ and $\theta^R_r(\cdot)$ we can proceed with

\[
\theta^L_r(t) = \sum_{i=m+1}^{i} K \left( \frac{i/n - t}{b_n} \right) X_{i,r}
\]

\[
\theta^R_r(t) = \sum_{i=1}^{i+m} K \left( \frac{i/n - t}{b_n} \right) X_{i,r}
\]

Then the estimator is defined by

\[
\hat{\tau}_r = \arg \max_{b_n < t < 1-b_n} |\theta^L_r(t) - \theta^R_r(t)|
\]
Since local-constant approaches such as Pristley-Chao estimate or Nadaraya-Watson estimates suffer from boundary conditions, we settle with a local-linear estimation. Incidentally, one can motivate the estimators in (2.4) as inspired by the following optimization problem

$$\hat{\theta}_t = \arg \max_{\eta_1} \sum_{i=1}^{n} (y_{i,r} - \eta_1)^2 K \left( \frac{i/n - t}{b_n} \right).$$

Under the assumption of smooth derivatives of all the piecewise signals for all the series one can instead use the following minimization

$$(\hat{\theta}(t), \hat{\theta}'(t)) = \arg \max_{\eta_1, \eta_2} \sum_{i=1}^{n} (y_{i,r} - \eta_1 - \eta_2(i/n - t))^2 K \left( \frac{i/n - t}{b_n} \right)$$

and its restriction to the left and right averages. Define the local linear averages ([8]) as

$$\hat{\theta}_L(t) = \frac{1}{nt} \sum_{i=1}^{nt} X_i w_i, \quad \hat{\theta}_R(t) = \frac{1}{n} \sum_{i=[nt]+1}^{n} X_i w_i, \quad w_i = K \left( \frac{t - i/n}{b_n} \right) \frac{S_2(t) - (t - i/n)S_1(t)}{S_2(t)S_0(t) - S_1(t)^2},$$

where $S_i(t) = \sum_{i=1}^{n} K((i/n - t)/b_n)(t - i/n)^i$. The estimator of the change-point location is defined by (2.5).

We propose some consistency and distributional result for $\tau_r$. While the consistency results, since our $d$ is finite reduces to stating consistency results for only one series and has been well-studied under literature, the distributional theory of the location point for the multiple process is, to the best of our knowledge is a new contribution. Also our results allow a large class of dependent processes that generalize the previously stated similar results in literature for independent or restrictive class of dependent process.

We first develop a Hájek-Rényi type inequality for stationary sequences with the representation (1.7). Since this may be of independent interest we state this result here. This is a key tool in not only change-point analysis but also in different limit theorems. After Hájek and Rényi (1955, [11]) obtained similar result for independent random variables, Birnbaum and Marshall ([6]) extended it to martingales. Bai (1994, [3]) and Bai (1997, [4]) generalized this to linear process and mixingales respectively. However, based on some recent works in the framework of Wu (2005, [24]), it is possible to extend this to a more general class of stationary processes.

**Proposition 2.1.** Assume $e_i$ admits the causal representation in (1.7) with the long-run covariance $\sigma$. Then,

$$\mathbb{P} \left( \max_{m \leq k \leq n} \frac{1}{k} \left| \sum_{i=1}^{k} e_i \right| > \alpha \right) \leq C \frac{\sigma^2}{m\alpha^2}.$$  

(2.7)
Next we discuss consistent estimation of the change-points for a single series. Since for the scope of this paper, we restrict ourselves to finite dimensions, it suffices to prove consistency for the process observed in a single co-ordinate. Thus, we suppress the suffix of $\tau_r = k_r/n$, $\hat{\tau}_r = \hat{k}_r/n$, $\lambda_r$ etc. Also, note that, the jump length $\lambda = \lambda(n)$ and the window-length $G = G(n)$ are functions of sample-size $n$ but we will, in the sequel, call it just $\lambda$ and $G$.

First, as is expected, we show that the estimated change-point cannot be too far from the true change-point. Since we use our window size is $G$, one would naturally expect $|\hat{k} - k_0| = o_p(G)$.

In fact, it is possible to achieve much sharper consistency result with some mild assumption on the jump-length. Without loss of generality, we assume $\lambda > 0$. Using the fact that, for $G \leq k \leq n - G$,

$$0 \leq |V_k| - |V_{k_0}| \leq \sup_{G \leq k \leq n-G} |V_k - \mathbb{E}(V_k)| + |\mathbb{E}(V_k)| - |\mathbb{E}(V_{k_0})|$$

and

$$\mathbb{E}(V_k) = \frac{G - |k - k_0|}{G} \lambda 1_{k_0 - G < k < k_0 + G},$$

one can see

$$|\hat{\tau} - \tau| \leq 2 \frac{G}{n\lambda} \sup_{G \leq k \leq n-G} |V_k - \mathbb{E}(V_k)|.$$

Using invariance principle from Berkes, Liu and Wu ([5]) and Theorem 1.2.1 from Csörgő and Révész ([7]) we have,

$$\sup_{G \leq k \leq n-G} |V_k - \mathbb{E}(V_k)| = \sup_{G \leq k \leq n-G} \frac{1}{G} \left| \sum_{i=k+1}^{k+G} e_i - \sum_{i=k-G+1}^{k} e_i \right|$$

$$= o_p \left( \frac{n^{1/p}}{G} \right) + 2 \sup_{0 \leq s \leq G} \sup_{0 \leq t \leq n-G} |W(t + s) - W(t)|$$

$$= o_p \left( \frac{n^{1/p}}{G} \right) + O_p \left( \frac{\log(n/G)^{1/2} + (\log \log n)^{1/2}}{G^{1/2}} \right).$$

(2.8)

Thus the conditions on $G$ and $\lambda$

$$\frac{n^{1/p}}{\lambda G} \to 0, \frac{(\log \log n)^{1/2} + \log(n/G)^{1/2}}{\lambda G^{1/2}} \to 0$$

ensures consistency of $\hat{\tau}$. We move on to provide a sharper convergence rate adapted for a single series in the following theorem. This improved rate is also necessary to perform inferential asymptotics of the distribution of $\hat{\tau}$. 

Theorem 2.2. Assume $\lambda$ and $G$ satisfy (2.9) Then
\begin{equation}
\hat{\tau} - \tau = O_P(n^{-1}\lambda^{-2}).
\end{equation}
Next, we provide a distributional theory for the locations of the change-point. This can be used to construct confidence intervals for the location. This line of work, to the best of our knowledge, is not discussed very much in the literature and thus call for an important exploration. Similar type of work has been done for univariate series for quite some time. But extending the same to multiple dimension comes with its own challenge and possibly that is why this problem is not explored for a general scenario. Define two-sided Brownian motion $W(t)$ as follows
\begin{equation}
W(t) = \begin{cases} W_1(t) & \text{if } t \geq 0, \\ -W_2(t) & \text{otherwise}, \end{cases}
\end{equation}
where $W_1$ and $W_2$ are independent Brownian motion on $(0, \infty)$. Next, we state a distributional result on the change point location estimator $\hat{\tau}$. This can be used to test point hypotheses about the location of the process.

Theorem 2.3. Under the conditions of Theorem 2.2, we have
\begin{equation}
n\lambda^2(\hat{\tau} - \tau) \xrightarrow{D} \arg \max(\sigma W(t) - |t|).
\end{equation}
where $\sigma$ is the long-run variance of the error process $(e_i)$. The next theorems concern consistently estimating the jump-length at the change-points and then obtain distributional result about the statistic. If the jump length $\lambda_r$ is positive then

Theorem 2.4. For $1 \leq r \leq d$, we assume that the $r^{th}$ co-ordinate function $\mu_r$ has a jump of length $\lambda_r > 0$ at $\tau_r$. If $G$ satisfies the condition in (2.9) then
\[ \sqrt{M_r} - \lambda_r = o_p(1). \]
Next we obtain the distributions of individual $\sqrt{M_r}$ using the extreme value theory for Gaussian random variables.

Theorem 2.5. If $\lambda$ and $G$ satisfies (2.9), we have,
\begin{equation}
(2.13) \sqrt{2 \log(n/G)} \left( \sqrt{G\sigma^{-1}} \sqrt{M_r} - [2 \log(n/G) + \frac{1}{2} \log\{\log(n/G)\}] - \log(3) \right) \xrightarrow{D} V,
\end{equation}
where $\sigma$ is the long-run covariance for the $r^{th}$ error series $\{e_r\}$ and $V$ has extreme value distribution $\mathbb{P}(V \leq u) = \exp\{-\pi^{-1/2} \exp(-u)\}$. 
Remark: One can easily obtain the asymptotic distribution of $M_r$ from Theorem 2.5. The next theorem discusses the asymptotic distribution of $\sqrt{MG}$ under the null $H_{20}: \tau_1 = \tau_2 = \ldots = \tau_d$

Let us define

$$B_d(x) = \sqrt{2\log(x)} + \frac{\log(C_K) + (d/2 - 1/2) \log\log r - \log(2)}{\sqrt{2\log(x)}},$$

with $C_K = \left(\frac{\int_1^1 |K'(u)|^2 du}{\gamma_s/2}\right)^{1/2}$.

**Theorem 2.6.**

$$\sqrt{2\log(n/G)} \left(\sqrt{\frac{G}{\phi_0}} \sqrt{MG} - B_d\left(\frac{n}{G}\right)\right) \xrightarrow{D} V,$$

where $V$ has extreme value distribution $\mathbb{P}(V \leq u) = \exp\{-2\exp(-u)\}$.

For more discussion about the quantiles of the process on the right hand side in (2.14), see [9] and the references therein. Next we discuss, under the assumption of one existing change-point location, the joint distribution of the estimated location parameter. Even though, the literature of change-point analysis is very rich, to the best of our knowledge this is the first treatment that allows dependence in the error process and possibly asynchronized change-points across different co-ordinates. For ease of notation, we state the following result for $d = 2$ but it is obvious how to extend this for higher but finite $d$

**Theorem 2.7.** Under conditions on $b_n$, we have, for the estimated location vector

$$\left(\frac{c_n(\hat{\tau}_1 - \tau_1)}{c_n(\hat{\tau}_1 - \tau_1)}\right) \xrightarrow{d} \left(\frac{\arg\max_{0 \leq t \leq 1}(B(t + \tau_1) - B(t)) - 1/2|t|}{\arg\max_{0 \leq t \leq 1}(B(t + \tau_2) - B(t)) - 1/2|t|}\right).$$

This result can be used for inference on the location of the change-points in different co-ordinates. Specifically this can also be used to identify the synchronization of the locations. However we resort to a different approach based on the maximum values of the individual and overall objective functions.

3. Testing for synchronization. Before discussing our method to answer the question of synchronization, we provide a motivation behind our proposal. Consider $d = 2$. Intuitively if $\tau_1 = \tau_2$, provided we have a consistent estimation procedure for $\tau_r$, one would expect $\hat{\tau}_1 - \hat{\tau}_2$ to be small. However, such a notion of distance will be complicated if $d > 2$. Drawing analogy between a t-test of equality for two treatments and ANOVA for multiple, we focus on the maximized values of the objective functions to judge closeness of $\tau_i$’s. To
test the combined hypothesis, $H_{20}: \tau_1 = \tau_2 = \ldots = \tau_r$, we define $M_r = |\theta^L_r(n\hat{\tau}_r) - \theta^R_r(n\hat{\tau}_r)|$.

Define the synchronized maximizer

\[
M_G = \max_{1 \leq i \leq n} \sum_{r=1}^d \frac{1}{G} \sum_{j=i-G+1}^i X_{j,r} - \frac{1}{G} \sum_{j=i+1}^{i+G} X_{j,r}^2.
\]

The following inequality is always true.

$$M_G \leq M_1 + M_2 + \ldots + M_d.$$ 

Under the null that the change-points synchronize

$$\tau_1 = \ldots = \tau_d$$ 

we should have a small value of $M_1 + M_2 + \ldots + M_d - M_G$. As mentioned before, we will obtain the distribution of $M_i$ for all $i$ and $M_G$. But, obtaining the theoretical asymptotic distribution of $M_1 + M_2 + \ldots + M_d$ or $M_1 + M_2 + \ldots + M_d - M_G$ under the null hypothesis is not an easy task. The distribution probably does not have a well-known name. But it is crucial to obtain the null distribution to perform the tests. We will adopt a Bootstrap technique along with our gaussian approximation result, Theorem (1.2) to circumvent that. We use summation by parts argument we can instead use the corresponding gaussian versions of these test statistics and use a bootstrap method to obtain the theoretical distribution and consequently the threshold for testing perspective.

### 3.1. Bootstrap method to find the proper threshold.

In this section, we discuss a bootstrap method to approximate the asymptotic null distribution of our test statistics. This involves consistent estimation of the long-run covariance matrix which is discussed later. Using the atomic gaussian process $g_i = \Sigma^{1/2} Z_i$, we obtain the gaussian analogues $M^Z_1, M^Z_2, \ldots, M^Z_d$ and $M^Z_G$ of the corresponding quantities $M_1, M_2, \ldots, M_d$ and $M_G$ respectively. They are derived from the following equations.

For $1 \leq r \leq d$,

\[
M^Z_r = \max_{1 \leq i \leq n} \frac{1}{G} \sum_{j=i-G+1}^i g_{j,r} - \frac{1}{G} \sum_{j=i+1}^{i+G} g_{j,r}^2,
\]

\[
\hat{\tau}^Z_r = \arg \max_{1 \leq i \leq n} \frac{1}{G} \sum_{j=i-G+1}^i g_{j,r} - \frac{1}{G} \sum_{j=i+1}^{i+G} g_{j,r}^2.
\]

Let

\[
M^Z_G = \max_{1 \leq i \leq n} \sum_{r=1}^d \frac{1}{G} \sum_{j=i-G+1}^i g_{j,r} - \frac{1}{G} \sum_{j=i+1}^{i+G} g_{j,r}^2.
\]
Theorem 3.1. For any $1 \leq r \leq d$ we have

\[ |M_r^Z - M_r| = o_p\left(\frac{n^{2/p}}{G^2}\right). \]

\[ |M_G^Z - M_G| = o_p\left(\frac{n^{2/p}}{G^2}\right). \]

In other words

\[ \frac{G^2}{n^{2/p}}(M_r^Z - M_r) \xrightarrow{P} 0. \]

\[ \frac{G^2}{n^{2/p}}(M_G^Z - M_G) \xrightarrow{P} 0. \]

Proof. From the invariance principle in Karmakar, Wu (2016) we have

\[ \sqrt{M_G} = \max_{G \leq i \leq n-G} |\frac{1}{G}\{S_{i+G} - 2S_i + S_{i-G}\}| + O\left(\frac{1}{G}\right) \]

\[ = \max_{G \leq i \leq n-G} |\frac{1}{G}\{G_{i+G}^* - 2G_i^* + G_{i-G}^*\}| + o_p\left(\frac{n^{1/p}}{G}\right) \]

\[ = \sqrt{M_G^Z} + o_p\left(\frac{n^{1/p}}{G}\right). \]

Similar result holds for individual co-ordinates with $M$ and $M_r$ replaced by $M_G^Z$ and $M_r^Z$.

In this section, we provide algorithm description for the detection of change points and testing of synchronized changes.

1. Compute $M_1, \ldots, M_d$ and $M_G$ using (??) and (3.1) respectively.
2. Use the input data $X_{ij}$ for estimation of $\hat{\tau}_r$, as in (??). Use the estimated $\tau$ to decide $X_{1}^{\text{mean1}}$ and $X_{2}^{\text{mean2}}$, and use them to de-mean $X_{ij}$ and get $X_{ij}^*$. Calculate dispersion estimate $\hat{\Sigma}$ using $X_{ij}^*$ as in (3.6).
3. Obtain the gaussian analogues $M_1^Z, M_2^Z, \ldots, M_d^Z$ and $M_G^Z$ by using the atomic gaussian process $g_i$ as in (3.2) and (3.4). $g_i$ is generated by using the estimated $\hat{\Sigma}$ and i.i.d. standard normal random variables $Z_i$: $g_i = \hat{\Sigma}^{1/2}Z_i$.
4. Repeat Step 3 for a large number of times (e.g., 1,000 times). Get the bootstrapped distribution of $M_1^Z + M_2^Z + \ldots + M_d^Z$ and $M_G^Z + M_2^Z + \ldots + M_d^Z - M_G^Z$.
5. Let $c1$ and $c2$ be the 95-th percentiles for the above distributions, respectively.
6. Reject the null of no change-point $H_{10}$ at 5% level of significance if

\[ M_1 + M_2 + \ldots + M_d > c_1. \]
7. If we have rejected \( H_{10} \), reject the null of synchronization \( H_{20} \) at 5\% level of significance if

\[
M_1 + M_2 + \ldots + M_d - M_G > c_2.
\]

Remark: To start one can take \( G = n^{1/3} \).

3.2. Estimating \( \Sigma \) for a real data application. In order to use the Bootstrap technique mentioned in section 4, we will need to get an usable version of the \( G_i \) process mentioned in Theorem (1.2). For this purpose one needs to estimate the long-run covariance matrix \( \Sigma \).

We first define the demeaned series \( X^* \) based on the estimated \( \tau_i' s \). Since we are assuming our \( \mu \) function is piece-wise constant, we have at most two different values of the function \( \mu \).

The demeaning process is motivated from that fact. For \( 1 \leq j \leq d \), let \( \hat{\tau}_j \) be the estimated change-point location as mentioned in (??). Denote,

\[
X^*_{ij} = \begin{cases} 
X_{ij} - X_{j}^{\text{mean1}}, & \text{for } 1 \leq i \leq \hat{\tau}_j \\
X_{ij} - X_{j}^{\text{mean2}}, & \text{for } \hat{\tau}_j + 1 \leq i \leq n
\end{cases}
\]

Let us define the following estimate of the long-run covariance matrix \( \hat{\Sigma} \).

\[
(3.5) \quad \hat{\Sigma} = \frac{1}{G(n - G + 1)} \sum_{j=0}^{n-G} (S^*_j + G - S^*_j)(S^*_j + G - S^*_j)^T,
\]

where \( S^*_i \) is the related partial sum process generated from the vector process \( X^*_i \).

We propose some other methods of estimating the long-run variance \( \Sigma \) consistently. These are natural generalizations of two estimates proposed in Wu and Zhao (2007, [25]).

We first introduce a non-overlapping estimate of block means. For \( 1 \leq r < s \leq d \), \( m = [n/G] \),

\[
A_{i,r} = \sum_{j=1}^{G} X_{j+iG,r},
\]
\[
\hat{\Sigma}_{r,r}^A = \frac{G}{2u_{1/4}} \cdot \text{median}(|A_{i,r} - A_{i,r-1}|^2),
\]
\[
\hat{\Sigma}_{r,s}^A = \frac{G}{2u_{1/4}} \cdot \text{median}((A_{i,r} - A_{i,r-1})(A_{i,r} - A_{i,r-1})),
\]
\[
\hat{\Sigma}_{r,r}^B = \frac{G}{2(m-1)} \left( \sum_{i=1}^{m-1} |A_{i,r} - A_{i,r-1}|^2 \right),
\]
\[
\hat{\Sigma}_{r,s}^B = \frac{G}{2(m-1)} \left( \sum_{i=1}^{m-1} (A_{i,r} - A_{i,r-1})(A_{i,s} - A_{i,s-1}) \right).
\]

Similar to Theorem 3 in Wu and Zhao (2007, [25]), we have the following result for a Lipschitz-continuous \(\mu\).

**Theorem 3.2.**
1. If \(G \asymp n^{5/8}\), then \(|\Sigma^A - \Sigma| = O_P(n^{-1/16} \log n)\).
2. If \(G \asymp n^{1/3}\), then \(|\Sigma^B - \Sigma| = O_P(n^{-1/3})\).
3. If \(G \asymp n^{1/3}\), then \(E(|\Sigma^B - \Sigma|^2) = O(n^{-2/3})\).

4. **Testing synchronization in high dimension.** For the high-dimensional scenario where we keep the time horizon \(n\) fixed and allow the dimension \(d\) grow to \(\infty\) the Gaussian approximation of the type (1.12) fails. Portnoy (1986) showed the central limit theorem fails if \(d = n^{1/2}\). However, in today’s world big data is often the rule than exception and many fields are increasingly demanding analyzing many datasets simultaneously. In this section we allow \(d\) to grow and often much faster than \(n\) but still be able to perform the hypothesis test of synchronization. For simplicity of exposition, as we mentioned before we assume that for the entire series only one changepoint has been detected.

4.1. **Problem description.** Consider the model in (1.1) in conjunction with the piecewise model specification in (1.2). Note that, for some of the series it is possible to have no changepoint i.e.

\[\mu_{r,1} = \mu_{r,2}\]

for some \(1 \leq r \leq d\). Define

\[\mathcal{A} = \{1 \leq r \leq d : \mu_{r,1} \neq \mu_{r,2}\}\]

We refine the hypothesis resting problem in (1.4) as follows: Let \(\mathcal{A} = i_1, i_l\)

\[(4.1) \quad H_0: \tau_{i,1} = \ldots = \tau_{i,l}\]
For the high-dimensional scenario, we can no longer work with the original proposal of \( M_1 + \ldots + M_d - M_G \) for finite \( d \).

Following some of the recent development in high dimensional statistics we will focus on the \( \| \cdot \|_\infty \) norm.

4.2. **Method.**

5. **Examples.** In this example, we give a few applications of our results. Specifically, we collate one result aimed towards building a general theoretical framework and another one motivated from a real-world application.

5.1. **Change-point in covariance process.** In this section, we discuss how we can extend our ideas to test for existence and synchronization of a covariance process. Let \( X_i \in \mathbb{R}^d \) be a non-stationary sequence that has finite \( q \)th moment for some \( q > 4 \). Let the \( d(d+1)/2 \) dimensional vector \( W_i = (X_{ir} X_{is})_{1 \leq r \leq s \leq d} \). Then \( \bar{W}_n := \sum_{i=1}^n W_i/n \) gives sample contemporaneous covariances of \( (X_i)_{i=1}^n \). We view \( W_i \) as

\[
W_i = \mathbb{E}(W_i) + W_i - \mathbb{E}(W_i) = \mu_W(i/n) + e_W(i),
\]

where \( \mu_W \) and \( e_W \) play analogous role to \( \mu \) and \( e \) described in the context of (1.1). This allows us to not only detect the change-points for the possible \( d(d+1)/2 \) contemporaneous covariances it allows us to test for their synchronization. From a practical purpose, if we do not observe the data itself and have restricted availability to only their covariance estimates this can help us recover any structural change happening in the covariance process which might lead to further investigation for some specific co-ordinates of the multiple time-series.

We need an optimal Gaussian approximation result for the covariance process. Karmakar and Wu (2017) proved in their paper the following result for the specific case of vector-linear process.

**Proposition 5.1.** Assume that \( X_i \) is a vector linear process

\[
X_i = \sum_{j=0}^{\infty} B_j \epsilon_{i-j},
\]

where \( B_j \) are \( d \times d \) coefficient matrix, and \( \epsilon_i = (\epsilon_{i1}, \ldots, \epsilon_{id})^T \), \( \epsilon_{ir} \) are i.i.d. random variables with mean 0 and finite \( q \)th moment, \( q > 4 \). Moreover assume,

\[
\sum_{j=t}^{\infty} |B_j| = O(t^{-\chi}), \chi \geq \chi_0
\]

where \( \chi_0 \) is defined at (1.11). Write \( p = q/2 \). Let \( \Sigma = \sum_{k=-\infty}^{\infty} \text{Cov}(W_0, W_k) \) be the long-run covariance matrix of \( (W_i) \). By Theorems 1 and 2 therein, we have

\[
\max_{i \leq n} |i \bar{W}_i - i \mathbb{E}(W_1) - \Sigma^{1/2} IB(i)| = o_P(n^{1/p}),
\]
where $IB$ is a centered standard Brownian motion.

However, through careful inspection of their proof it is easy to extend them for a more general stationary sequence with proper functional dependence measure.

5.2. Application: Network Anomaly Detection. In this subsection we discuss two possible applications of our results. In the first of them, we use simulated data from different power grade system which closely emulate the real data and in the second one we compare pricing of oil and gas and test for synchronization within the data.

In communication networks, many anomaly detection problems can be treated as a change-point detection problem. Among many others, malicious attacks aiming to cause disruption of normal network operations are a kind of anomaly that requires immediate attention. Detection of such anomalies in the first time is very important, as further diagnosis and effective countermeasures following the detection are needed in order to restore the normal operation.

In the following, we present a case of jamming attack in a wireless network. A group of nodes as shown in Fig. 1 are communicating with each other: $0 \to 1$, $2 \to 3$, and $4 \to 5$. At some point, a jammer starts to send jamming signals into the wireless channel. Jamming signals are large blocks of continuous signals, often transmitted with high power to maximize the jamming effect. A normal wireless transmitter would perform carrier sense before transmitting to avoid interrupting the ongoing traffic. Once a transmitter finds the channel is busy, it can only wait until the channel is clear to transmit. However, the jammer would not follow the protocol and can jam the channel at any time. The presence of a jammer will directly cause the performance deterioration of normal nodes. The performance deterioration includes multi-folds: the packet queueing delay will increase as they wait for the channel to clear, and the throughput between a pair of transmitter-receiver will drop as fewer packets are successfully received. The detection of jamming attack is from the observation of these network performance measures. In this work, we use the delay and received packets interframe space (IFS) time series for change point detection. When the packet size is uniform, increased IFS is an indicator of decreased throughput. Samples are taken from a widely-used network simulator ns-3 \cite{18}, and the time series are extracted from the trace file.

When a jammer starts to jam the channel, all nodes hearing the jamming signal will be impacted. It is expected that change-points will appear in many time series. We put time series in two groups: same measurements from different nodes, and different measurements from the same node, and we perform change point detection on multiple time series within a group. Although the change points are results of the same causing event—jamming, we cannot expect that the change points to occur at exactly the same time tick due to the sampling issue, therefore the change points are only loosely synchronized. Considering the sampling rate and node transmission rate, a tolerance band of $\lambda_t$ is used such that change points occurring within $\lambda_t$ of each other are considered synchronized.
Fig. 2 shows the measurements from node 3. Other nodes show similar patterns. In Fig. 2 (a) and (b), the blue series shows the original sample values, and the pink series shows the smoothed values using Exponential Weighted Moving Average (EWMA). Using EWMA of samples is a commonly used technique in communication networks, since individual packets may experience large delay or large jitter even without any anomaly. This is mainly due to some bursty traffic and contention for channel access. Only when the increased delay or decreased throughput becomes a general trend for a sequence of packets, it is considered as a change point. Note that the delay and IFS before the attack are not uniform, but have very small variance. Picture (c) shows the microscopic IFS before the attack.

The simulation runs for 100 seconds, and the jamming attack starts at 50 second. The jamming attack will impact the packets that are sent but not received at this time, as well as the packets that are scheduled to send after this point. We apply the change point detection algorithm and synchronization testing algorithm on both the original samples and the smoothed series. Multiple time series include delay (series 1) and IFS (series 2). The results are summarized in table 1. The smoothed data reduce the number of false positives, but also incur additional detection delay.

<table>
<thead>
<tr>
<th></th>
<th>Change Point Detected?</th>
<th>Detection Time $\hat{\tau}$ (s)</th>
<th>Synchronization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples (Blue)</td>
<td>Yes</td>
<td>$\tau_1=52.406$ $\tau_2=52.406$</td>
<td>Yes $\lambda_t = 0$</td>
</tr>
<tr>
<td>EWMA (Pink)</td>
<td>Yes</td>
<td>$\tau_1=54.017$ $\tau_2=58.042$</td>
<td>Yes $\lambda_t = 3$</td>
</tr>
</tbody>
</table>
6. Simulation results. For the simulated results, we stick to bivariate data. Moreover, we use the true long-run variance for constructing the Gaussian analogue of the observed data. Although we have Theorem 3.2 to ensure the consistency of the estimated covariance matrix, we use the true long-run variance to evaluate our methods. Moreover, the estimated block covariances are close to the true covariances and thus using the true long-run covariance does not affect our result much. Moreover, we use $\mu_r$ function to be 0 before the change-point appears since this problem is location invariant with respect to the range of $\mu$.

6.1. Choice of the error process. We make following choices of the error process

- IID Normal $(0, \sigma^2 = 1)$,
- An AR(1) process which has no co-integration. The two co-ordinates evolve independently with AR coefficient 0.6 and -0.3 ,
- An VAR(1) process with the first order coefficient matrix being

$$
\begin{bmatrix}
0.6 & -0.2 \\
0.3 & -0.3
\end{bmatrix}
$$

6.2. Choice of $G$. The condition (2.9) describes the rate of $G$ and $k_n$ for asymptotic consistency of our method. For practical implementation we choose $G = O(n^{1/3})$. However, all our results are asymptotic and since $O(n^{1/3})$ is free to change up to a constant factor, it leads to a challenge for a small sample size $n$.

The results presented here are for $n = 2000$ and $G = 100$. We show in Table 2 that the choice of $G = 50$ will not make a huge difference in the observed rejection probabilities.
under null. Thus we decide to stick to \( G = 100 \) for the rest of the simulations presented here.

We perform our simulation in mainly three different set-ups.

1. No change-point exists.
2. Change-point exists and they are synchronized.
3. Change-points exists and they are asynchronized.

The first one is tabulated in Table 2 where we exhibit the performance for three different choice of error process and two different choices of window-size \( G \). The second two set-ups are collectively tabulated in Tables 3 4 5 where \( \lambda = 0 \) stands for synchronized change-points.

<table>
<thead>
<tr>
<th>( G )</th>
<th>Gaussian</th>
<th>AR(1)</th>
<th>VAR(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>474, 26, 19, 7</td>
<td>484, 16, 15, 1</td>
<td>483, 17, 11, 6</td>
</tr>
<tr>
<td>50</td>
<td>473, 27, 13, 14</td>
<td>491, 9, 8, 1</td>
<td>492, 8, 5, 3</td>
</tr>
</tbody>
</table>

Remark

A few remarks are in order.

- Note that, we see similar results with the two choices of \( G \) and hence we will use \( G = 100 \) for the rest of the simulations. The dependent case has coverage more than 95% in order to allow for the effect of dependence in the long-run covariance.
- For the Gaussian independent error Table 3, we only computed six cases as the effect of the change will be symmetric on the two co-ordinates.
- One can see, if \( \lambda_1 = \lambda_2 = 0.5 \), our algorithm is not able to detect existence of the change-points in a dependent case. The method still works pretty well for the independent Gaussian errors but does not if \( \lambda \) is as small as 0.5. However, if one of \( \lambda_1 \) and \( \lambda_2 \) is bigger it performs somewhat better.
- If one of \( \lambda_1 \) or \( \lambda_2 \) is as big as 1.2 or 2, the algorithm has 100 % success rate in detecting the change-point. Also note that, if \( \lambda_\tau \) increase from 0.001 to 0.01 the ability to detect asynchronization increases. We emphasize that, for \( n = 2000 \), a distance of \( \lambda_\tau = 0.001 \) is a mere gap of only 2 index in the locations of the two change-points. This substantiates the accuracy of our method.
- Difference between AR(1) and VAR(1) cases.

7. Real Data Analysis.

7.1. Oil, Gas and Dow pricing ratios. As is usual with many pricing data, we will look at the logged and differenced data for this purpose to obtain a somewhat stationary
distribution. Without this, usually price data show a unit root behavior and cannot be used to fit in our setting. This differentiated and logged data are usually called the log-return data. We first plot the log-returns for both the series and then provide analysis by splitting the time horizon in two parts. In the first part, one can see the change-points are synchronized but in the second part the change points are not.
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8. Proofs.

**Proof of Proposition 2.1.** Let $S_i = \sum_{j=1}^i e_i$. Using a Rosenthal-type inequality from Liu, Xiao and Wu (2013, [1]), we have

\[
\mathbb{P}\left( \sup_{m \leq i \leq n} \frac{|S_i|}{i} \geq x \right) \leq \sum_{\left\lfloor \log_2 m \right\rfloor \leq r \leq \left\lceil \log_2 n \right\rceil} \mathbb{P}\left( \sup_{1 \leq i \leq 2^{r+1}-1} |S_i| \geq 2^r x \right)
\]

\[
\leq 2^r \left( \frac{1}{2x^2} 2^{r+1} = O\left( \frac{1}{mx^2} \right) \right).
\]

\[
(8.1)
\]

**Proof of Theorem 2.2.** Without loss of generality, assume $k > k_0$. Note that,

\[
\mathbb{P}\left( \sup_{k:|k-k_0|>M/\lambda^2} |V_k| \geq |V_{k_0}| \right) = \mathbb{P}\left( \sup_{k:|k-k_0|>M/\lambda^2} V_k + V_{k_0} \leq 0 \right) + \mathbb{P}\left( \sup_{k:|k-k_0|>M/\lambda^2} V_k - V_{k_0} \geq 0 \right)
\]

For the first term, we proceed as follows. Since we assumed $\lambda > 0$, $\mathbb{E}(V_k) > 0$ for all $k$

\[
\mathbb{P}\left( \sup_{k:|k-k_0|>M/\lambda^2} V_k + V_{k_0} \leq 0 \right) \leq \mathbb{P}\left( \sup_{k:|k-k_0|>M/\lambda^2} V_k - \mathbb{E}(V_k) + V_{k_0} - \mathbb{E}(V_{k_0}) \geq -\mathbb{E}(V_{k_0}) \right).
\]

It follows from conditions 2.9 that

\[
P(\sup_k |X_k - Y_k| > \lambda/4) \rightarrow 0.
\]

We finish the proof by showing that,

\[
(8.3) \quad \lim_{M \to \infty} \lim_{n \to \infty} \sup \left\{ \sup_{M^2 \leq |k-k_0|} (V_k - V_{k_0}) > -c \right\} = 0.
\]

We decompose $V_k - V_{k_0} - \mathbb{E}(V_k - V_{k_0})$ in three parts. For $k_0 < k \leq k_0 + G$,

\[
V_k - V_{k_0} - (\mathbb{E}(V_k) - \mathbb{E}(V_{k_0})) = M_{1,k} + M_{2,k} + M_{3,k}
\]

\[
(8.4) \quad = \sum_{i=k_0+G+1}^{k-G} e_i - 2 \sum_{i=k_0+1}^{k} e_i + \sum_{i=k_0+G+1}^{k+G} e_i.
\]

Since, $\mathbb{E}(V_k) - \mathbb{E}(V_{k_0}) = \lambda \min(1, |k-k_0|/G)$, we show it for the three parts from the decomposition of $V_k - V_{k_0} - \mathbb{E}(V_k - V_{k_0})$ that (8.4), i.e.
\[ \mathbb{P}( \sup_{|k-k_0|>M/\lambda^2} \left| \frac{1}{k-k_0} \sum_{k_0-G<i \leq k+G} e_i + \lambda/G \right| > -\frac{c}{k-k_0} ) \to 0, \]
\[ \mathbb{P}( \sup_{|k-k_0|>M/\lambda^2} \left| \frac{1}{k-k_0} \sum_{k_0<i \leq k} e_i + \lambda/G \right| > -\frac{c}{k-k_0} ) \to 0, \]
\[ \mathbb{P}( \sup_{|k-k_0|>M/\lambda^2} \left| \frac{1}{k-k_0} \sum_{k_0-G<i \leq k-G} e_i + \lambda/G \right| > -\frac{c}{k-k_0} ) \to 0. \]

Then (8.3) follows from Result 2.1.

**Proof of Theorem 2.3.** We will first prove that in order to find the distribution of \( \tau \), it suffices to consider the quantity \( G\lambda(\mathbb{E}(V_k) - \mathbb{E}(V_{k_0})) \) in the set \( \{ k : |k-k_0| \leq Mn\lambda^{-2} \} \).

Write \( k = k_0 + \lfloor v\lambda^{-2} \rfloor \). Then \( G\lambda(\mathbb{E}(V_k) - \mathbb{E}(V_{k_0})) = |v| \). For the stochastic part, we use the invariance principle from Berkes, Liu and Wu (2014, [5]) and the decomposition in (8.4) to obtain, for \( k > k_0 \)

\[ V_k - V_{k_0} = V_k^Z - V_{k_0}^Z + o_P(n^{1/p}) + cW_1(t). \]

A similar result holds for \( k < k_0 \).

**Proof of Theorem 2.4.**